
RESEARCH SEMINAR PROGRAM: THE MILNOR

CONJECTURE

This is the outline program for the Research Seminar this semester. For details
on the various lectures, with references, please see Program Details.

Leitfaden

Lecture 1 is an overview and introduces the main players: Milnor K-theory, étale
cohomology and the Witt ring of quadratic forms. A sketch of the main thread of
Voevodsky’s argument is also presented.

Lectures 2, 3, and 4 build up the background in algebraic cycles, various categories
of motives and motivic cohomology, as needed to go through Voevodsky’s argu-
ments and constructions. Lecture 4 also gives the construction of the Rost motive
of a norm quadric, needed in Lecture 7. The remaining lectures follow [30] chapter
by chapter. The background in the 3 introductory lectures is used throughout.
Here is a Leitfaden of how the various main points are used in later lectures.

Lecture 5: [30, Chap 2] Besides introducing the unstable motivic homotopy cate-
gory, the main result is Theorem 2.11, used in the proof of Corollary 3.8

Lecture 6: [30, Chap 3] This introduces the Steenrod operations (as a black box),
the cosimplicial scheme Č(X) and Margolis homology. The main result is Corol-
lary 3.8, used in the proof of Theorem 7.1, but the Čech construction is used in a
number of other places, for example in the construction of the fundamental triangle
of Theorem 4.4 of Lecture 7.

Lecture 7: [30, Chap 4] This uses Rost’s work to construct the fundamental triangle
of Theorem 4.4 and uses results of Lecture 6 on Margolis homology to prove the
vanishing result Theorem 4.10.

Lecture 8: [30, Chap. 5] Here results relating Galois cohomology and Milnor K-
theory are proven. The first inductive assumption BK(w, `) is introduced. The
main result is [30, Theorem 5.9], used in the proof of [30, Theorem 7.4], but for [30,
Theorem 5.9], nearly all the preceeding results in this chapter are needed.

Lecture 9: [30, Chap 6]. This lecture introduces the second inductive assumption
H90(n, `). The results [30, Theorem 6.1, Theorem 6.6, Corollary 6.9, Lemma 6.11
and Lemma 6.12] are needed in Lecture 10.

Lecture 10: [30, Chap 7] The main result of the seminar is [30, Theorem 7.4]. In
addition to work from previous lectures listed above, this needs [30, Theorem 7.1,
Lemma 7.2, Lemma 7.3].

Lectures 11 and 12 are independent and present two papers [19, 22] proving the
part of the Milnor Conjecture on quadratic forms, relying on the version relating
Milnor K-theory and étale cohomology, as presented above.
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1. Lecture 1 (April 6):Introduction

Introduce the main players: Milnor K-theory, galois cohomology, the Witt ring
of quadratic forms, state the two main conjectures, give some examples, and give
an outline of the strategy of proof of the main conjectures.

2. Lecture 2 (April 13): Chow motives and Voevodsky’s triangulated
category of geometric motives

i. Define the Chow ring CH∗(X) for X ∈ Smk, and list its basic properties. De-

fine the category of effective Chow motives Moteff
CH(k) and Chow motives MotCH(k)

(over a field k) [15, §1.2.1].

ii. Introduce Voevodsky’s category of finite correspondences, Cor(k)

iii. Construct Voevodsky’s triangulated category of effective geometric motives over
k, DMeff

gm(k) and the triangulated category of geometric motives over k, DMgm(k).
Describe the main features of these categories iv. Define motivic cohomolgy, and its
basic properties. This includes the isomorphism H2n(X,Z(n)) ∼= CHn(X) and the
embedding of the category of (effective) Chow motives in the category of (effective)
geometric motives.

3. Lecture 3 (April 20): Motivic complexes, Milnor K-theory

The definition of motivic cohomology given in Lecture 2 has the disadvantage
that one cannot compute anything directly from the definition. The few explicit
computations given there were cheating, as these really rely on a completely differ-
ent description of motivic cohomology. A detailed discussion of this would take us
too far afield, but in this lecture we give some hints as to this second construction,
and more applications that follow from it. This gives a different view of motivic
cohomology that is both more sophisticated and more concrete.

Main points:

i. The categories of presheaves with transfer (PST(k)), Nisnevich sheaves with
transfer (NST(k)) and notions of homotopy invariance.

ii. The construction of the triangulated category of effective motives DMeff
− (k) as a

localization of the derived category D−(NST(k)). The embedding of DMeff
gm(k) in

DMeff
− (k).

iii. The Suslin complex construction and the resulting embedding of DMeff
− (k) in

D−(NST(k)) via the Suslin complex.

iv. The motivic complexes Z(q)∗ and their relation with motivic cohomology. A
description of weight one motivic cohomology as the Zariski cohomology of Gm.

v. The extension of Milnor K-theory of fields to a sheaf KM
n on Smk, and the theo-

rem of Nestorenko-Suslin/Totaro [21, 29] giving an isomorphism KM
n
∼= Hn(Z(n)).

4. Lecture 4 (April 27): Lichtenbaum motivic cohomology, the Rost
motive and Rost’s injectivity theorem

.

i. Lichtenbaum motivic cohomology. This is a version of motivic cohomology for
the étale topology, and is used to give a comparison of mod n weight q motivic
cohomology H∗(−,Z/n(q)) with étale cohomology Hq

ét(−, µ⊗q
n ).
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ii. Pfister forms. Recall some facts about the Grothendieck-Witt ring and the Witt
ring. Introduce the Pfister forms and Pfister quadrics and some of their elementary
properties.

iii. The Rost motive. Prove Rost’s nilpotence theorem (see [5]). Use this to
construct the Rost motive of a quadric and its relation with some Tate motives
following [12, 13].

iv. Rost’s injectivity theorem: Present the Gersten resolution for KM
n , and use this

to give a concrete description of Hn(X,KM
n+1) for n = dimX, X ∈ Smk. State and

sketch a proof following [24].

If time permits, discuss some of the examples of the Milnor Conjecture from [7,
Appendix A]

5. Lecture 5 (May 11): The unstable motivic homotopy category and
motivic Alexander-Spanier duality

Follow [30, Chap. 2], see [20, §2] as detailed source. Give a brief sketch of the
category of spaces over k, Spc(k), the A1 unstable homotopy category H(k) and
the pointed version Spc•(k), H•(k). State the Morel-Voevodsky homotopy purity
theorem (pg. 64, (5)) and present the discussion on pg. 64-5. (As reference see
[20, Theorem 2.23]. State and prove the Lemmas 2.1, 2.2, 2.3. Before discussing
Lemma 2.4, recall the definition of basic properties of the Thom class from [31, §4].

After this, the main results are [30, Proposition 2.7 (degree map)] and [30, The-
orem 2.11]. Give as much of the proof of [30, Prop. 2.7] (i.e., the Lemmas 2.8, 2.9,
2.10) as time permits. The background on H(k), etc., and [30, Theorem 2.11] are
needed in Lecture 6 on Margolis homology.

6. Lecture 6 (May 25): The cosimplicial scheme Č(X) and Margolis
homology.

Present [30, Appendix B, Chap. 3].
Begin with a brief introduction of the motivic Milnor operations Qi and their

basic properties, especially [31, theorem 14.2(1), corollary 14.3, proposition 13.6], as
black box. Then discuss [30, Appendix B] describing Č(X) and its main properties
(Def. 9.1, Lemma 9.2, Lemma 9.3), and go to the main topic, Margolis homology.

The main results are [30, Theorem 3.2, Proposition 3.6, Cor. 3.8], but you should
also mention [30, Lemma 3.1].

7. Lectures 7 (June 1): Norm quadrics and their motives

Present [30, Chap. 4]. This uses the results from Lecture 4 to construct Rost
motive and maps in [30, Theorem 4.3] fundamental triangle of [30, Theorem 4.4],
and the Margolis cohomology vanishing theorem [30, Theorem 4.9], the main result
so this section.

The essential point in the proof of [30, Theorem 4.9] is to use Rost’s injectivity
theorem [30, Theorem 4.10] to allow one to make the necessary computation (using
the triangle of [30, Theorem 4.4]) after passing to the algebraic closure of k, where
it is straightforward.
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8. Lecture 8 (June 15): Milnor K-theory and étale cohomology

Present [30, Chap 5]. Do this for ` = 2, give the “elementary” proof of Prop
5.2 following Remark 5.5. For later discussion, you can state that these results also
hold for general `, but will not be needed for the main results. The main results
here are [30, Prop. 5.2] and [30, Theorem 5.9], but you should also present Lemmas
5.6, 5.7 and 5.8.

This section introduces BK(w, `), the first of two inductive assumptions that
form the key to the proof of [30, Theorem 7.4].

9. Lecture 9 (June 22): Beilinson-Lichtenbaum conjectures

Present [30, Chap 6], where the second inductive hypothesis, H90(n, `), is intro-
duced. Mention [30, Theorem 6.5] only if time remains at the end, the other results
are important enough to state and at least briefly discuss. You should prove [30,
Theorem 6.1], state [30, Conj. 6.3, Def. 6.4], State and prove [30, Theorem 6.6].
This section uses numerous results about Nisnevich sheaves with transfer from [34]
(also to be found in [16]). Most of these will have been mentioned in Lecture 3
(homotopy purity is mentioned in Lecture 5). Give a list of these results near the
beginning of the lecture to recall results from previous lectures or cite ones that
have not yet been mentioned.

In addition, you will need to introduce the (−)−1 construction, and explain
enough to at least state [34, Chap. 3, Proposition 4.34, p.124], which is needed for
the proof of [30, Lemma 6.2].

10. Lecture 10 (June 29): Main results

Present [30, Chap. 7]. The main results here are [30, Theorem 7.4, Cor. 7.5]. If
time permits, discuss the other theorems and corollaries further on in the section.

11. Lecture 11 (July 6): A proof of the Milnor conjecture by
Orlov-Vishik-Voevodsky [22]

12. Lecture 12 (July 13): A proof of the Milnor conjecture by
Morel [19]
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